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Abstract

In this paper an energy-based Bayesian wavelet method is presented for validation assessment of multivariate predictive

models under uncertainty, using time-series data collected from a dynamic system. Time history data are decomposed into

multiple time–frequency resolutions using a discrete wavelet packet transform method. As a signal feature, wavelet packet

component energy is computed in terms of the decomposed coefficients. The effectiveness of the selected feature is assessed

using both cross-correlation and cross-coherence metrics. A generalized likelihood ratio is derived as a quantitative

validation metric based on Bayes’ theorem and Gaussian distribution assumption of errors of the wavelet packet

component energy between validation data and model prediction. The multivariate model is then assessed based on the

Bayesian point and interval hypothesis testing approaches. The probability density function of the likelihood ratio is

constructed using the statistics of multiple response quantities and Monte Carlo simulation. The proposed methodology is

implemented in the validation of a structural dynamics problem, using multivariate time-series data sets. Sensitivity

analysis is also performed to investigate the effect of parameter selection on the model validation decision.

Published by Elsevier Ltd.
1. Motivation

Within the context of model validation, model outputs are compared with experimental observations in
order to quantitatively assess the validity or predictive capabilities of computational models. The uncertainties
in the input variables are generally propagated either through the computational model to the model output or
through the experiment to the measured output of a quantity of interest. This paper will focus on the
development of quantitative approaches for multivariate model assessment under uncertainty using time-series
data collected from dynamic systems.

Developing quantitative methods for model validation under uncertainty has become a problem of
considerable research interest in recent years. For example, the fundamental concepts and methodologies for
validation of large-scale computational models are being investigated by several government agencies such as
the United States Department of Defense [1], American Institute of Aeronautics and Astronautics [2],
Accelerated Strategic Computing Initiative (ASCI) program of the United Sates Department of Energy [3],
ee front matter Published by Elsevier Ltd.
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and American Society of Mechanical Engineers Council [4]. Detailed discussions of model verification and
validation concepts can be found in many research articles (see e.g. Refs. [5–14]). Particularly, a model
validation workshop was organized in 2006 by Sandia (http://www.esc.sandia.gov/VCWwebsite/
vcwhome.html) consisting of researchers from the engineering, statistical, and mathematical fields to
discuss and exchange ideas on quantitative model validation. Three validation challenge problems were
developed in three disciplinary analyses, namely, thermal [15], structural mechanics [16], and structural
dynamics [17]. Various solution techniques for these three problems were provided by researchers; these are
compiled in a special issue of the Computer Methods in Applied Mechanics and Engineering journal ([18]). This
paper uses the structural dynamics problem to illustrate the effectiveness of the proposed quantitative
approach.

Recently, statistical hypothesis testing-based techniques have been proposed for assessment of structural
dynamics to determine whether the model predicted output matches with the real system output (e.g.
Refs. [19–21]). These methods consist of two main elements: feature extraction and quantitative assessment.
The objectives of feature extraction are to reduce the dimensionality of the data used for model assessment,
and to improve the efficiency and accuracy of model validation. Different features have been used in model
validation of dynamic systems, such as root mean square, principal component decomposition, and frequency
response functions. Refer to Hemez and Doebling [20] for details of various features extracted from time
history data for model validation purpose. In this study, wavelet packet component energy is extracted from a
given signal as feature for model validation of dynamic systems.

Statistical hypothesis testing is one approach to quantitative model validation under uncertainty, and both
classical and Bayesian statistics have been explored (see Oberkampf and Barone [13] for a comprehensive
state-of-the-art review). Classical hypothesis testing is a well-developed statistical method for accepting or
rejecting a model based on an error statistic (see e.g. Refs. [13,19,22–26]). The second author and his research
associates have developed Bayesian methods for determining the predictive capability of computational
models [27–32]. One important difference between the Bayesian and classical hypothesis testing approaches is
that, the Bayesian approach focuses on model acceptance whereas classical hypothesis testing focuses on
model rejection. Particularly, Rebba [32] compared the Bayesian methods with other statistical validation
metrics and approaches in terms of accuracy and adequacy requirements, ease of implementation, etc. In
particular, Bayesian hypothesis testing-based methods [27] and Bayesian risk-based decision making
methodology [29] have been explored for model assessment. These metrics have been investigated with
various model validation problems using limited amount of experimental data. Refer to Mahadevan and
Rebba [28] and Jiang and Mahadevan [29] for details of the validation metrics and their applications.

The focus of this paper is to pursue a new Bayesian wavelet method for multivariate model validation using
time-series data collected from dynamic systems. The wavelet packet component energy, a wavelet packet-
based feature, is explored for model validation in this paper. Wavelets provide an effective and efficient
approach to obtain a multi-resolution representation of a signal. This representation provides a hierarchical
framework for interpreting the information context in a signal. At different resolutions, the details of a signal
characterize different physical structures of the scene. At a fine resolution, these details correspond to the
transient changes which provide the signal ‘‘context’’. For given wavelet basis and decomposition level, the
wavelet transform of a signal has been demonstrated to be unique and invariant [33–35]. Coifman and
Wickerhauser [36] proposed the wavelet packet transform analysis to allow for a finer and adjustable
resolution in the high frequencies (details). Compared with conventional wavelet transform methods, the
wavelet packet transform method is a more effective approach to extract features from either stationary or
non-stationary signals to represent the underlying dynamic systems [33,37].

The wavelet packet component energy measures the signal energy content contained in some specific
frequency band. In the model validation problem, we have only one specific dynamic system to be validated;
therefore the relationship between the wavelet packet component energy features and the dynamic system is
unique for this particular problem. Since the wavelet packet component energy values extracted from the
decomposed signals are unique, they can be used as signal features to represent system characteristic for model
validation purposes. Recently, the wavelet packet component energy-based method has been demonstrated to
be an effective feature representation of a signal in the context of structural system identification [37], traffic
flow analysis [38], condition monitoring of dynamic systems [39], structural damage assessment [40], and

http://www.esc.sandia.gov/VCWwebsite/vcwhome.html
http://www.esc.sandia.gov/VCWwebsite/vcwhome.html
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incident detection in traffic patterns [41]. The wavelet packet component energy-based approach is therefore
used in this research for dynamical model validation.

In the context of feature-based model assessment, two important issues need to be addressed. The first issue
is how to assess the key features. Feature extraction will inevitably result in the loss of information from the
original time series. The time-series data collected from a dynamic system typically contain useful information
and disturbing noise. Therefore, it is desirable to extract features that capture the characteristics of dynamic
system (information) and to separate these features that represent the disturbances (noise). Various
approaches (e.g. Refs. [42–48]) have been proposed to assess the selected features. For example, Chen et al.
[43] used the autocorrelation function of the residuals between the original and reconstructed signals in the
time domain. Cho et al. [44] used the coherence spectra of the residuals in the frequency domain. Wu and
Du [47] used various assessment criteria in both time and frequency domains. Yan and Gao [48] used a
distance measure-based assessment method. In this paper, both the cross-correlation in time domain and the
cross-coherence in frequency domain between the original and reconstructed signals are used as the feature
selection rule.

The second issue to be considered is how to assess the overall validity of multivariate time-series predictive
models? A single response quantity may be predicted and observed at different spatial and temporal points,
thus multiple response quantities need to be compared in the process of model validation. Multiple univariate
comparisons might yield conflicting inferences for individual quantities and also do not consider correlation
[32]. Therefore, another focus of this study is to explore a Bayesian wavelet-based probabilistic method for
overall validation assessment of a multivariate model. A point null-based hypothesis testing Bayes factor
method was derived earlier in Jiang and Mahadevan [49] for multivariate model validation. This paper derives
a more practical interval-based hypothesis testing method for this purpose.

In the following sections, the discrete wavelet packet transform method is first introduced briefly, with the
purpose of decomposing both measured and predicted time-series signals into different levels of wavelet
coefficients. These coefficients represent the multiple time–frequency resolutions of a signal. For given
different resolution levels, the wavelet component energy can then be computed, from the two data sets, in
terms of the relevant wavelet and scaling function coefficients; this will be used as the signal feature. Interval
Bayes factor-based validation metric is computed in terms of the difference of the wavelet energy between the
experimental and predicted time-series data. The computational model is assessed using both point null and
interval-based hypothesis testing approaches. The validation framework is demonstrated with a structural
dynamics problem developed at Sandia National Laboratories [17].

2. Wavelet signal processing

2.1. Wavelet packet decomposition

The wavelet packets (or bases) are formed by linear combinations of wavelet functions, denoted by cj,k(t).
These wavelet functions are obtained from a basis function (also known as mother or generating wavelet) j(t)
by simple scaling and translation in the dyadic form as follows [34,35]:

cj;kðtÞ ¼ 2�j=2jð2�j t� kÞ; j; k 2 Z; c 2 L2ðRÞ, (1)

where t represents a continuous time variable, k and j denote the time and the frequency indices, respectively,
and Z is the set of all integers. The notation L2(R) represents the square summable real number space. The
resulting wavelet packets inherit properties such as orthonormality and time–frequency localization from the
wavelet basis function j(t).

In practical applications of the discrete wavelet packet transform decomposition, a given time series with N

data points, f(t) (t ¼ t1, t2, y, tN), is simultaneously decomposed into a series of scaling coefficients, sj(k), and
wavelet coefficients, wj(k). The time series can then be reconstructed by the inverse wavelet transform and the
discrete wavelet packet transform coefficients as follows:

f̄ ðtÞ ¼
X
k2Z

X
j2Z

sjðkÞcj;kðtÞ þ wjðkÞjj;kðtÞ
h i

, (2)
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where f̄ ðtÞ is the reconstructed time series, and the double summation indicates that the scaling and wavelet
subspaces are simultaneously split into second-level subspaces to provide the frequency and time breakdown
of the signal. Obviously, the component signal is a superposition of wavelet functions jj,k(t) and scaling
functions cj,k(t). The j level scaling coefficients sj(k) and wavelet coefficients wj(k) are obtained by a recursive
way. Refer to Burrus et al. [50] for details regarding the computation of the coefficients. Next, the wavelet
packet component energy will be calculated at each node in the last decomposition level (i.e. three in this
study) for model assessment purpose.

2.2. Wavelet packet component energy

The advantage of using an orthonormal basis to decompose a signal by the discrete wavelet packet
transform is that the total energy of the signal can be partitioned into its various time–frequency components.
The energy contribution from each component is mathematically expressed as a function of the wavelet and
scaling coefficients as follows [50]:

Ef ¼

Z 1
�1

f 2
ðtÞdt ¼

X2j

m¼1

X2j

n¼1

Z 1
�1

f m
j ðtÞ

��� ��� f n
j ðtÞ

��� ���dt. (3)

Using the orthogonal condition of wavelet functions, Eq. (3) becomes

Ef ¼
X2j

i¼1

E
f
i ¼

X2j

i¼1

Z 1
�1

f i
jðtÞ

h i2
dt, (4)

where f i
jðtÞ is the discrete wavelet packet transform coefficient or component signal [sj(k)cj,k(t) or wj(k)jj,k(t) in

Eq. (2)], and E
f
i is the component energy stored in the component signal.

2.3. Feature assessment

We usually select the main energy components as features for model validation purpose. Now we need
evaluate whether the selected components can be used to effectively represent the original signal. In this paper,
the effectiveness of the selected feature packets is evaluated based on the reconstructed signal using two
criteria: cross-correlation and cross-coherence.

The cross-correlation between the reconstructed signal f̄ ðtÞ (i.e., Eq. (2)) and the original signal f ðtÞ is used
to measure the similarity of the two signals in the time domain. Following the definition of Wu and Du [47],
the cross-correlation is computed as follows:

rðkÞ ¼ E½f̄ ðtÞf ðt� kÞ�
�

E½f ðtÞf ðt� kÞ�; k ¼ 0; 1; . . . ;N � 1, (5)

where the variable k is the time delay, the nominator is the cross-covariance between f̄ ðtÞ and f ðtÞ, and the
denominator is only the variance of f ðtÞ.

The definition in Eq. (5) is slightly different from that in statistics where both the variances of f̄ ðtÞ and f ðtÞ

are used in the denominator. Thus, the cross-correlation defined in Eq. (5) can be used to compare
various constructed signals for the same original signal. If there is no cross-correlation between the two
signals, then the resulting cross-correlation value is constantly equal to zero, which is obviously not

desirable. On the other hand, if f̄ ðtÞ is equal to f ðtÞ, then their cross-correlation value is constantly equal to
one. This case is also not desirable since it implies that the reconstructed signal completely represent the
original one, including both the useful information and the noise. The desirable result is that the cross-

correlation value approaches units in the first few k, which implies that both f̄ ðtÞ and f ðtÞ have the same
principle components.

The cross-coherence between f̄ ðtÞ and f ðtÞ is used to measure the similarity of the two signals in the
frequency domain, which is defined as

cðwÞ ¼ Sf̄ f ðoÞ
.

Sf ðoÞ, (6)



ARTICLE IN PRESS
X. Jiang, S. Mahadevan / Journal of Sound and Vibration 312 (2008) 694–712698
where Sf̄ f ðoÞ is the cross-power-spectrum between f̄ ðtÞ and f ðtÞ, and Sf ðoÞ is the power spectrum of f ðtÞ. The
well-known Welch method [51] is used to estimate the power spectra density because it provides a smoothed
spectral density estimate. Similar to the cross-correlation defined in Eq. (5), the definition of cross-coherence in
Eq. (6) is slightly different from that in statistics. Again, the cross-coherence being close to one but not equal
to one implies that the best selected features contain the useful information on the signal but not the noise.

3. Bayesian multivariate model validation

Let Yexp and Ypred represent the features extracted from experimental data and model prediction of the
quantity of interest in the form of multivariate time series, respectively. Within the context of binary
hypothesis testing for model validation, we need to test two hypotheses H0 and H1, i.e., the null hypothesis
(H0: Yexp ¼ Ypred) to accept the model and an alternative hypothesis (H1: Yexp 6¼Ypred) to reject the model.
Thus, the likelihood ratio, referred to as the Bayes factor, is calculated using Bayes’ theorem as [52]

B01 ¼
f ðDatajH0Þ

f ðDatajH1Þ
. (7)

Since B01 is non-negative, the value of B01 may be converted into the logarithm scale for convenience of
comparison over a large range of values, i.e., b01 ¼ ln (B01), where ln(.) is a natural logarithm operator with a
basis of e. Kass and Raftery [52] suggest interpreting b01 between 0 and 1 as weak evidence in favor of H0,
between 3 and 5 as strong evidence, and b0145 as very strong evidence. Negative b01 of the same magnitude is
said to favor H1 by the same amount.

3.1. Point null hypothesis-based method

Recently, Jiang and Mahadevan [49] derived a generalized likelihood ratio based on Bayes’ theorem,
assuming that the likelihood function of the difference between the validation data and the model prediction,
D, is a Gaussian function. In the current paper, instead of directly assessing the difference between the two sets

of time series, the difference of selected features (i.e., wavelet packet component energy Ef calculated using
Eq. (4)) between the experimental and predicted time series is used for model assessment. Assuming that

D ¼ d1 d2 . . . dm

� �T
is an m� n matrix representing m variables, each di ¼ ½ di1 di2 . . . din � (i ¼ 1, 2,

y, m) representing the n discrepancy values of the ith variable E
f
i , i.e. dij ¼ E

f
ij;exp � E

f
ij;pred. We do not know

the distribution of the difference a priori, so we assume Gaussian only as an initial guess, and then do a
Bayesian update. The variance of difference is estimated using the difference of energy features between
the experimental data and prediction output. Usually the matrix D is assumed to follow a multivariate

normal density Nmðl;RÞ, where the vector l ¼ E[d] represents the corresponding m mean values and R ¼
E½ðd� lÞðd� lÞ0� is an m�m covariance matrix of all variables.

Let d̄ i ¼ 1=n
� �Pn

j¼1dij (i ¼ 1, 2, y, m) be the mean of n validation data points of the ith variable di. Within

the context of multivariate model validation, we wish to test whether the sets of means,

D̄ ¼ d̄1 d̄2 . . . d̄m

h iT
, are equal to zeros, E0 ¼ ½ 0 0 . . . 0 �T (an m-dimensional zero vector). Thus,

the multivariate model validation problem becomes testing the two hypotheses H0: l ¼ E0 versus H1: l6¼E0

with l|H1�N(q, K). The Bayes factor BM is derived for Gaussian prior and likelihood of the difference as [49]:

BM ¼
n Kj j þ Rj j

Rj j

� 	1=2

exp
n

2
ðD̄� qÞ0ðnKþ RÞ�1ðD̄� qÞ � D̄

0
R�1D̄

� �n o
. (8)

Three issues regarding the point null hypothesis testing method need to be addressed here. First, we need to
select the covariance matrix K in the Bayesian hypothesis testing. Based on the Fisher information method
[52], a proper selection may be made on the assumption that the amount of information in the prior is equal to
that in the observation. Thus, the parameters q ¼ E0 and K ¼ R are used in this study, following the
suggestion in Migon and Gamerman [53] for the univariate case. Furthermore, sensitivity analysis will be
performed in the example presented in this paper to investigate the effect of K on bM.
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Second, assume that p0 ¼ p1 ¼ 0.5 in the absence of prior knowledge of each hypothesis before testing. The
confidence in the model based on the validation data can be obtained by [28]

k ¼ PrðH0jDataÞ ¼ BM=ðBM þ 1Þ. (9)

Obviously, from Eq. (9), BM-0 indicates 0% confidence in accepting the model, and BM-N indicates
100% confidence.

Third and finally, the current work is based on the error Gaussian (or normality) assumption. In the case of
non-normality, various transformation methods (see e.g., Refs. [30,54]) are available to achieve normality of
error data. The transformed data can then be used in the proposed Bayesian decision methodology for model
validation.
3.2. Interval hypothesis-based method

The interval-based hypothesis testing method has been demonstrated to provide more consistent model
validation results than a point hypothesis testing method [32]. In Appendix A of this paper, we derive an
explicit expression to calculate the Bayes factor based on interval-based hypothesis testing for multivariate

model validation, with the purpose of facilitating the overall validation assessment of computational models.
Within the context of binary hypothesis testing for multivariate model validation, the Bayesian formulation

of interval-based hypotheses is represented as H0: |D�E0|pe versus H1: |D�E0|4e, where e is a predefined
threshold vector. Here we are testing whether the difference D is within an allowable limit e. Assuming that the
difference, D, has a probability density function under each hypothesis, i.e., D|H0�f(D|H0) and
D|H1�f(D|H1). Again, we do not know the distribution of the difference a priori, so we assume Gaussian
only as an initial guess, and then do a Bayesian update. We assume that (1) the difference D ¼ {d1, d2, y, dn}
follows a multivariate normal distribution N(l, R) with the covariance matrix R estimated from the validation
data, and (2) a prior density function of l under both null and alternative hypotheses, denoted by f ðlÞ, is
taken to be N(q, K). Following the discussion in the previous section for Bayesian point null hypothesis
testing, the parameters q ¼ E0 and K ¼ R are used in the following derivation as well. Using Bayes’ theorem,
f ðljDÞ / f ðDjlÞf ðlÞ, the Bayes factor for the multivariate case, BiM, is equivalent to the volume ratio of the
posterior density of l under two hypotheses, expressed as follows:

BiM ¼

R eþe0
�eþe0

f ðljDÞdlR�eþe0
�1

f ðljDÞdlþ
R1

eþe0
f ðljDÞdl

¼
K

1� K
, (10)

where the multivariable integral of K ¼
R eþe0
�eþe0

f ðljDÞdl is calculated using Eq. (A.4) in Appendix A. Note

that the quantity K in Eq. (A.4) in Appendix A is dependent on the value of e. The decision maker or model
user has to decide what e are acceptable.

In this study, for the sake of comparison with the point method, the values of e are taken to be 0.5 times of
the standard deviations of the multiple variables in the numerical example. Similar to the point method,
sensitivity analysis is performed in the numerical example in Section 3 to investigate the effect of the selection
of e on the Bayes factor value BiM. Again, the confidence of accepting the model based on Eq. (10) can be
estimated using Eq. (9) with BiM in place of BM.
3.3. Probabilistic model validation

In order to consider the uncertainties in both validation data and model prediction, Bayes factor, BM or
BiM, is treated as a random variable. Given a fixed sample size n and the variable statistics of response quantity
(i.e., probability density functions of Ei,exp and Ei,pred), various values of D̄ are obtained by using Monte Carlo
simulation technique to produce a distribution of the Bayes factor. As such, the probability of accepting
the model can be estimated by finding the proportion of the Bayes factor whose values are greater than Z,
i.e., g ¼ Pr(BM4Z). The probabilistic method provides a quantitative measure for the overall validation
assessment of the multivariate computational model.
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4. Numerical application

4.1. Problem description

A structural dynamics problem provided by Sandia National Laboratories [17] is used in this study to
investigate the effectiveness of the proposed Bayesian wavelet method for multivariate model validation, using
time series data. This challenge problem was generated to simulate the real scenarios existing in structural
dynamics, which consists of three parts: (1) a simple subsystem, (2) a more complex accreditation system, and
(3) a target application. The subsystem is not fully relevant to the target application. It is used to isolate
important phenomena in target application such as nonlinearity. The accreditation system is more expensive
to prototype and to be tested, but it is more relevant to the target application. The target application provides
both a decision context and an accompanying regulatory requirement. Refer to Red-Horse and Paez [17] for
details about this challenge problem.

In this research, the experimental data virtually generated from a three-mass subsystem (Fig. 1) for input
characterization and validation are used to illustrate the proposed validation methodology. This subsystem is
mounted on a simply supported beam by an additional weakly nonlinear connection and only vertical motions
are permitted. In addition, computational models are available to make simulation-based predictions of
structural responses. All validation data used in this example have been virtually generated through solving
dynamical equations of a structural system [17]. Several researchers provided different solutions to this
validation challenge problem during a model validation workshop organized by Sandia in 2006 (http://www.
esc.sandia.gov/VCWwebsite/vcwhome.html).

In the input characterization test, three random vibration excitations, namely, low-, medium-, and high-
level, are individually applied to the mass m1 (Fig. 1) one at a time. The acceleration responses at m1, m2, and
m3 in the vertical direction are obtained for every level of vibration excitation, resulting in three sets of time
series data, each consisting of three acceleration responses for three masses separately. As an example, Fig. 2
shows the time series plots of (a) the medium-level random vibration input excitation and (b) the
corresponding acceleration record at m3 for the first subsystem or sample. The virtual test is repeated on 20
nominally identical subsystems (i.e., samples), resulting in 60 sets of response acceleration data. Since the
three-mass subsystem has only three degrees of freedom, every set of response acceleration data is used to
create 15 modal parameters via experimental modal analysis [17], namely, three modal frequencies, oi, three
modal damping values, zi, and 3� 3 mode shape vector, Fi. Due to unit-to-unit variability within the
population of components and possibly also nonlinearities in the subsystem, the created modal parameters of
each subsystem are different. Therefore, the modal parameters may be considered as a 15-dimensional random
vector.

In the validation test, a shock with free decay is applied to m2 (Fig. 1) rather than the random vibration on
m1 in the input characterization test. As an example, Fig. 3 shows the time series plot of (a) the high-level
m3

m2

m1

x3

x2

x1

c2

c3 k3

k2

k1

“Weakly” nonlinear
connectionc1

Fig. 1. Subsystem for input characterization and model validation: components with connection.

http://www.esc.sandia.gov/VCWwebsite/vcwhome.html
http://www.esc.sandia.gov/VCWwebsite/vcwhome.html
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Fig. 2. Time series plots of medium-level random vibration excitation and acceleration response data of mass m3 from 0 to 0.1 s for

sample 1 (input characterization): (a) excitation and (b) acceleration response.
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Fig. 3. Time series plots of high-level shock excitation and acceleration response data of mass m1 from 0 to 0.3 s for sample 1 (model

validation): (a) excitation and (b) acceleration response.
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shock input excitation and (b) the corresponding acceleration record at m1 for the first system or sample.
Similar to the characterization case, 60 sets of response acceleration data are created, each generating 15
modal parameters. All 15 modal parameters as well as the corresponding random shock excitation are used as
inputs to the computational model to predict the structural dynamic responses. For the sake of simplicity, two
assumptions have been made in this problem [17]: (1) various configurations of the structural systems are
completely known and therefore all uncertainties come from only the subsystem; and (2) all experimental
measurements are perfect and therefore do not contain any noise.

4.2. Input characterization

The obtained 60 sets of data are explored to quantify the statistics of the 15 random input modal para-
meters using statistical–graphical approaches, including histogram, normal probability, and scatter plots.
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Three phenomena are observed from the numerical results. First, not all input parameters follow a normal
distribution. For demonstration purpose, Fig. 4 shows the histogram and normal probability plots of three
input parameters: the third frequency (o3); the third damp (z3); and the third mode shape (F3). The normal
probability plots show a reasonably linear pattern in the center of the data. However, the tails, particularly the
upper tail, show departures from the fitted lines. These plots imply that a distribution other than normal
distribution should be used for these data. Usually a Bayes factor-based model validation approach [27,28]
requires sampling the input variables to predict model output. It is relatively difficult to sample the multiple
variables with mixed distribution functions.

Second, the input variables are strongly correlated with each other. Scatter plots are drawn to find the
relationship among various modal parameters. Fig. 5 shows the correlation matrix plots of three frequency
parameters and two model shape parameters. Clearly the pair-wise relationships among the variables are
linear. Therefore, the multiple input variables are strongly correlated, which makes sampling more
complicated in the model validation.

Third and finally, the calibration and validation data may come from different populations. Fig. 6 shows the
comparison of validation and calibration data for the first frequency and second mode shape parameters. The
two sets of data fall in different regions, implying that their statistics may be different. As a result, it may be
inaccurate to make use of the statistics of 15 modal parameters obtained from the input characterization data
for model validation.

To sum up, it is difficult to apply the existing Bayes factor method directly to evaluate the predictive model.
Since the uncertainties in the input variables are propagated either through the computational model or
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through the virtual experiments to the response accelerations, the probabilistic assessment in the next section
is based only on the response acceleration time histories, which is the merit of the proposed output-based
Bayesian wavelet method.

4.3. Model validation

In this section, both predicted and experimental acceleration time histories data are decomposed using the
three-level discrete wavelet packet transform method. Then wavelet packet component energy is computed as
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the signal feature at every decomposition node at the third level. The principal energy contents which
dominate the signal energy are used to construct a multivariate model validation problem. The effectiveness of
the selected feature is assessed using both cross-correlation and cross-coherence metrics. This problem is
handled by both point null and interval-based Bayesian hypothesis testing methods, followed by a
probabilistic method for model validation.

4.3.1. Wavelet packet component energy

Using Daubechies wavelet of order 5, the three-level discrete wavelet packet transform decompositions
are performed on all 60� 3 sets of response acceleration time history data. Every set of data are re-
solved into eight series corresponding to the eight decomposition subspaces in the third level, and identi-
fied as AAA3, which represents the third-level approximation coefficients (A3) resulting from the
second-level approximation (AA2) to DDD3, which represents the third-level details coefficients (D3)
resulting from the second-level details (DD2). Thus, based on Eq. (2), the original data, f ðtÞ, can be
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represented mathematically by the third-level discrete wavelet packet transform decomposition coefficients as
follows:

f ðtÞ ¼ AAA3 þ AAD3 þ ADA3 þ ADD3 þDAA3 þDAD3 þDDA3 þDDD3. (11)

Obviously, the component signal is a superposition of wavelet functions cj,k(t). As an example, Fig. 7 shows
the discrete wavelet packet transform decomposition coefficients of experimental acceleration response data of
m2 under high-level shock vibration. The three shock peaks in the original response time history are clearly
apparent in several decomposed coefficients. Therefore, the three-level decomposed coefficients effectively
capture the features (e.g. peaks) in the original data. It should be noted that the scale of the vertical axis is
chosen differently for different levels of details in Fig. 7b for the sake of visibility of the illustration.

Next, using Eq. (4), the component energy E
f
i is calculated for every set of decomposed coefficient in the last

level, resulting in eight energy values from every set of response acceleration data. We sort the eight energy
values in a descending way, and find that more than 99% signal energy is stored in the first four sorted wavelet
packet component energy values. As an example, Fig. 8 shows the wavelet energy percentage of three-level
discrete wavelet packet transform decomposition coefficients (j ¼ 3) for both experimental and predicted
acceleration response series of the 15th sample under low-level shock vibration.

The cross-correlation [r(k) in Eq. (5)] and cross-coherence [c(o) in Eq. (6)] between the original signal and
the reconstructed signal using the first four wavelet packets are computed for both experimental data and
model prediction of each mass. It is observed that both r(k) and c(o) values approach one for the first few k

and o, respectively, implying that the first four feature values (i.e., wavelet packet component energy) are
enough to represent the original signal. As an example, Fig. 9 shows the assessment results of both
experimental data and model prediction reconstructed using the first four wavelet packets for mass 3 of the
15th sample under low-level shock vibration. Thus only the first four feature values are used as the measure of
a signal to compare the predicted and experimental time series, resulting in a 12-variable model validation
problem for the three-mass subsystem.
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4.3.2. Deterministic validation

Now we can construct a 12� 60 matrix D representing 12 variables each having 60 values of the difference
of wavelet packet component energy between the experimental and predicted response acceleration data. The
12-variable model validation problem becomes testing whether the set of means D̄ are equal to zeros.

Prior to applying the Bayesian methods described in Section 3, statistical analyses are performed on the
feature data to find the parameters of priors for model assessment. Scatter plots indicate that the 12 variables
are independent of each other. For example, Fig. 10 shows the scatter plots of the errors of energy variables:
(a) e1 vs. e2, (b) e1 vs. e5, (c) e5 vs. e9, and (d) e9 vs. e10. Clearly, no significant relationship among these
variables is found in these plots. Further, the probability plots are performed on the 12 sets of error data.
A multivariate normal distribution is used to model these data. The obtained statistics of every variable are
used for calculating the Bayes factor in Eqs. (8) and (10).

Using the statistics of 12 component energy variables for the 60 sets of energy data (i.e., the number of
experiments n ¼ 60), the Bayes factor values of �1566.58 and �8.51 are obtained by Eqs. (8) and (10) for the
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Bayesian point- and interval-based methods, respectively. The acceptance confidence of 0% and 0.2% are
obtained using Eq. (9) for the two methods. Obviously, the model is not suitable for practical application
based on the comparison of the component energy of the response time series.
4.4. Sensitivity analyses of Bayes factor

In the context of multivariate model validation, it is important to understand the effects of the covariance
matrix K in the point method (Eq. (8)) and the interval vector e in the interval method (Eq. (10)) on the Bayes
factor values. Sensitivity analyses of the Bayes factor are therefore performed here to investigate their effects
on the model validation decision.

Fig. 11 shows the variation of Bayes factor versus various values of the two parameters in the Bayesian
point and interval methods. Fig. 11a shows the variation of bM ¼ ln (BM) with respect to the selection of K in
the point method. The horizontal axes represent the multipliers of the variance matrix of error variables (R).
When K varies from R to zeros (solid line in Fig. 11a corresponding to the upper horizontal axis), the Bayes
factor approaches to zero negatively. However, when K varies from zeros to 2R (dashed line in Fig. 11a
corresponding to the below horizontal axis), the logarithm of Bayes factor approaches a large negative value.
Note that (1) the variations of the horizontal axes for the two curves in Fig. 11a are different and (2) the two
curves imply different variation trends of the Bayes factor value. Obviously, the model is rejected regardless of
the selection of K. However, the value of K affects the Bayes factor value and further the probability of
accepting the model based on Eq. (9).

Fig. 11b shows the variation of biM versus e in the interval method. The basis vector of the interval e0 is
taken to be the standard deviation of multiple variables in this study (i.e., the squared diagonal values of the
variance matrix R). It is observed that the maximum value of Bayes factor in the interval method is �2.464.
Thus, the model is always rejected regardless of the interval value. Again, the selection of various parameters
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K and e will affect the magnitude of Bayes factor, but it will not affect the model validation decision in this
example.

4.5. Probabilistic assessment

The statistics of errors of 12 energy variables are used to perform the probabilistic assessment of
model validity. Fig. 12 shows the simulated results for both the point method (Fig. 12a) and the interval
method (Fig. 12b). It is found that the model is rejected based on the probabilistic assessment using both
Bayesian methods, which is in consistence with the results obtained from the deterministic assessment
previously.

5. Concluding remarks

In this paper, a Bayesian wavelet method is explored for model validation under uncertainty, using
multivariate time series data from both model output and experimental observations. Discrete wavelet packet
transform is first used to decompose the signal into multiple time–frequency resolutions. The decomposed
coefficients are used to compute the wavelet packet component energy stored in a signal. With the aid of both
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cross-correlation and cross-coherence evaluation metrics, the feature components containing little
discriminative information are discarded, resulting in a feature subset having a reduced number of parameters
without compromising the model validation accuracy. A generalized likelihood ratio based on Bayesian
interval hypothesis testing is derived as a quantitative validation metric based on Bayes’ theorem and
Gaussian distribution assumption of the difference of wavelet packet component energy between validation
data and model prediction. Both the point and interval hypothesis testing-based Bayesian methods are
explored for multivariate model assessment based on the wavelet packet component energy.

The proposed methodology is illustrated with a structural dynamics problem using simulated
validation time history data, a validation challenge problem developed at Sandia National Laboratories.
The prediction model is rejected based on both the deterministic validation metrics using the Bayesian
hypothesis testing approach, and the probabilistic assessment results. Numerical results from sensitivity
analyses also show that the values of covariance matrix K in the point method and the parameters e
in the interval method affect the magnitude of the Bayes factor metrics, but they do not affect the
model validation result. As a result, the validation framework has been demonstrated to provide an
effective methodology for multivariate model validation using time series data collected from dynamic
systems. The results can provide objective, rational decision support for model validation under uncertainty.
In future, the proposed Bayesian wavelet methodology may be extended to assess more complicated dynamic
systems.
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Appendix A. Interval-based hypothesis Bayes factor BiM

For the multivariate case, the likelihood function of the multiple observations, f ðDÞ, is expressed as follows:

f ðDÞ ¼
Rj j�1=2

ð2pÞm=2
exp �

1

2
ðD� lÞTR�1ðD� lÞ


 �
. (A.1)

Based on the definition of interval-based hypothesis testing for model validation, the Bayes factor in
Eq. (10) can be rewritten as

BM ¼

R eþe0
�eþe0

f ðDjlÞf ðlÞdlR�eþe0
�1

f ðDjlÞf ðlÞdlþ
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eþe0
f ðDjlÞf ðlÞdl

. (A.2)

Substituting the distributions of f ðDjlÞ and f ðlÞ into the nominator of the right-hand side of Eq. (A.2) with
a few algebraic transformation yields

f ðDatajH0Þ ¼

Z eþe0

�eþe0

f ðDjlÞf ðlÞdl

¼

Z eþe0
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where di ¼ di1 di2 . . . dim

� �T
(i ¼ 1, 2, y, n) is the ith difference of m component energy variables,

D̄ ¼ d̄1 d̄2 . . . d̄m

h iT
is the m component average energy values with d̄ i ¼ 1=n

� �Pn
j¼1dij (i ¼ 1, 2,y, m),

|.| denotes the determinant of a matrix, and the parameter K can be obtained using the standard normal
distribution as follows:

K ¼
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in which the parameters
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and F(.) presents a multivariate normal cumulative distribution function, which is computed using the
numerical algorithm proposed by Genz [55].

Based on the Bayes theorem, the marginal likelihood (or posterior joint function) of H1 given D is

f ðDatajH1Þ ¼

Z
Y�Y0
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¼

Z
Y

f ðDjlÞf ðlÞdl�
Z
Y0

f ðDjlÞf ðlÞdl, ðA:5Þ

where Y andY0 represent the entire space [�N,N] and the interval space [�e+e0, e+e0], respectively. Using
the relationship of
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similar to the derivatives of Eq. (A.3), we can easily obtainZ
Y
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Thus, substituting Eqs. (A.3), (A.5), and (A.6) into Eq. (10), we have the likelihood ratio (or Bayes factor),
BiM, as follows:

BiM ¼

R
Y0

f ðDjlÞf ðlÞdlR
Y f ðDjlÞf ðlÞdl�

R
Y0

f ðDjlÞf ðlÞdl
¼

K

1� K
, (A.7)

where K is calculated by Eq. (A.4).
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